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Abstract of the contribution: This paper proposes an interim agreement for enabling efficient user-plane paths and the related session and service continuity support.

1
Discussion

Two key aspects are addressed by key issue 6: 

-
Supporting efficient user plane paths. Solutions in the TR emphasize that this can be translated to finding solutions for terminating the user-plane close to the RAN or offloading traffic from the user plane close to the RAN.
-
Ensuring session and service continuity while supporting efficient user-plane paths. Terminating the user-plane close to the RAN or offloading traffic from the user-plane close to the RAN creates a new challenge: the need to ensure session and/or service continuity (at least for some services) even when relocating the user-path termination or the offload function.

As per the key issue description, different scenarios requiring efficient user-plane supported are to be addressed - reselection of user-plane path(s) between a UE and its communication peers which could be
-
[Scenario A]: outside of the mobile network (e.g. Internet hosts).

-
[Scenario B]: a service hosting entity residing close to the edge (including the radio access network).

-
[Scenario C]: other UE(s) attached to the same network.

The following sections analyse the proposed solutions for the different scenarios and propose a way forward.

1.2
Efficient user plane paths between a UE and communication peers outside of the mobile network (e.g. Internet hosts)

Solution 6.1 addresses this scenario by enabling the network to select a terminating user-plane function (TUPF) which is “only maintained across a subset (i.e. one or more, but not all) of the access network attachment points (e.g. cells and RATs), referred to as the serving area of the TUPF. When the UE leaves the serving area of a TUPF, the UE will be served by a different TUPF suitable for the UE's new point of attachment to the network.”.
By changing the TUPF once the UE leaves the TUPF’s serving area, an efficient user-plane path is ensured towards peering points towards external networks (i.e. towards communication peers outside the mobile network).
Solution 6.1 defines two session and service continuity (SSC) modes. In case of SSC mode 2, the TUPF is changed suddenly, which means that no session continuity is provided for the communication with communication peers outside the mobile network. SSC mode 3 instead provides service continuity by allowing the UE to “rebind” flows to/from communication peers outside the mobile network by upper layer mechanisms. Alternatively, SSC mode 3 enables flows to be routed via the previous TUPF until they end while new flows are routed via the new (more efficient) TUPF. In other words, session continuity is provided for flows that need to continue via the previous TUPF. Both options are enabled by allowing the UE to have multiple PDU session towards the same data network but different TUPFs.
Solution 6.1 identifies flows that are supposed to be routed via an efficient user-plane path either based on information provided by applications to the UE’s stack (e.g. using socket options) or by operator configurable policies.
Solution 5.2 does not explicitly address this scenario. However, one sub-option proposed in solution 5.2 can also be argued to address this scenario (the option which assumes different IPv6 addresses for accessing to local and central services, referred to as IPv6 multi-homing). 

This option has significant overlap with SSC mode 3 of solution 6.1. To illustrate this, the following paragraphs decompose the IPv6 multi-homing option described in solution 5.2 into its underlying architectural requirements.

Solution 5.2 describes the IPv6 multi-homing option as follows (quotes from TR 23.799):

-
“Another option for IPv6 is that IPv6 multi-homing is used with one IPv6 address assigned to the UE for the local services and one IPv6 address assigned for the more central services.   In case, the UE supports IPv6 multi-homing, the UE could receive 2 IPv6 prefixes - one from a local IP anchor and another from a centralized IP anchor (IETF RFC 4177 or RFC 4191).”

-
“In the case of mobility, session continuity is provided using some form of tunnelling, both for the central IP anchor point, and for the local IP point of presence. ”
-
 “When the UE is relocated from one UL-CL UP function 1 to UL-CL UP function 2, the existing session continues to be supported by the existing PDU session via the original local network-1 until termination.”

While not being explicitly depicted in its high-level architectural drawings, solution 5.2 makes the following conceptual assumptions for the IPv6 multi-homing solution option:

-
Multiple IPv6 addresses are assigned to the UE for traffic towards the local service network and traffic towards the centralized service network, respectively.

-
Multiple IP anchor functions (or more general terminating user-plane functions (TUPFs)) are required for the traffic to the local network and the centralized network, respectively. 

-
(At least temporary) support for multiple PDU sessions towards the same data network but different local TUPFs in parallel (to enable sessions towards services hosted on the previous local service network to continue while also enabling efficient user-plane paths towards services hosted on the new local service network.

These assumptions are essentially the same as made by SSC mode 3 of solution 6.1, which aims at enabling session redirection to an e.g. “closer” TUPF (i.e. peering point with external networks) while also allowing services received via the previous TUPF to continue uninterruptedly until they end.

Solution 5.2 also proposes to identify flows that are to be routed via a local anchor (i.e. which are to be sent via an efficient user-path) based on “rules configured in the UE”. Solution 5.2 also suggests that at least for IPv6 rules in the UE could be configured in-band using extensions to the IPv6 Router Advertisement messages (as per RFC 4191); in-band rule provisioning for IPv4 has not been described.

Observation 1: Both solutions (5.2 and 6.1) describe the same concept (SSC mode 3), which can be used for addressing efficient user-plane scenario A (“Efficient user plane paths between a UE and communication peers outside of the mobile network (e.g. Internet hosts”). Solution 6.1 in addition describes SSC mode 2, which however is essentially a subset of SSC mode 3.
Observation 2: Both solutions propose operator configurable rules in the UE to identify flows subject to routing via an efficient user-plane path. How the operator can configure those policies and whether in-band mechanisms can be used (e.g. for IPv6 only or also for IPv4) is open and requires more discussion. Solution 6.1 additionally suggests mechanisms to enable applications to hint their session continuity needs to the UE’s stack (influencing the decision whether usage of an efficient user-plane paths may or may not be warranted). Whether the latter and interaction with upper-layer continuity mechanisms needs to be standardized is also still open as per WT 5. 
Proposal 1: Way forward for scenario A (“Efficient user plane paths between a UE and communication peers outside of the mobile network (e.g. Internet hosts)”:
-
Select Solution 6.1 (SSC modes 2 and 3) [latter similarly described in solution 5.2]
-
Details of operator-configurable policies for identifying traffic subject to routing via an efficient user-plane paths and potential need for standardization of upper-layer interactions remain FFS.
1.3
Efficient user plane paths between a UE and a service hosting entity residing close to the edge (including the radio access network)
Similar as the previous scenario, solution 6.1 supports scenario B (“Efficient user plane paths between a UE and a service hosting entity residing close to the edge”) by enabling the network to terminate the user-plane close to the RAN and by relocating terminating user-plane functions (TUPFs) as needed. 
SSC mode 2 as described in solution 6.1 addresses the case that services hosted close to the RAN can handle a sudden change of the assigned IP address. SSC mode 3 addresses the case when a subset of services started on a given service hosting entity cannot be relocated (which effectively means that session continuity needs to be provided for this subset of services).
Solution 5.1 describes various sub-options. As illustrated in the previous section the option which assumes different IPv6 addresses for accessing to local and central services is essentially the same as SSC mode 3 in solution 6.1.
Observation 3: Both solutions (5.2 and 6.1) describe the same concept (SSC mode 3), which can be used for addressing efficient user-plane scenario B (“Efficient user plane paths between a UE and a service hosting entity residing close to the edge (including the radio access network”)). Solution 6.1 in addition describes SSC mode 2, which however is essentially a subset of SSC mode 3. 
Observation 4: As described in the previous section, both solutions propose operator configurable rules in the UE to identify flows subject to routing via an efficient user-plane path. Details of how to provision them and potential interaction with upper layer mechanisms and applications require more discussion. 
In addition, solution 5.2 describes a local offloading solution based on a single IP address assigned to the UE for both local and central services. It is enabled by configuring two user-plane functions for a session, where the first user-plane function can reside close to the RAN and is configured to provide uplink classification and offloading functionality towards a local data network. Given that the related IP address is topologically wrong at this location, and given that the IP addresses of different UEs served by the same local data network can overlap, a per-session tunnelling mechanism is needed towards the local data network (i.e. the service hosting entity). 
Session continuity for the subset of services which were started on a given local data network and which cannot be relocated to a different local data network (when relocating the user-plane function configured to perform classification and offloading) is supported by tunnelling traffic to the previous local data network/previous service hosting entity. 

Traffic subject to be routed towards local data networks is identified based on the uplink classification rules configured into the first user-plane function. Thus, this solution does not require any rules on the UE. Also, offloading flows to a different local network (e.g. upon UE mobility) does not require signalling towards the UE. 
While the single IP address option is less generic than solution 6.1 (which also addresses (concurrent) offload towards Internet hosts), the single IP address-based option may have merits (less signalling overhead) in case the local service network/service hosting entity is deployed very close to the RAN and the UE is moving fast.
Observation 5: In some scenarios (e.g. the service hosting entity deployed very close to the RAN), the single IP address based offloading option described in solution 5.2 may help to limit the signalling needed to ensure an efficient user-plane path.  

Proposal 2: Way forward for scenario B (“Efficient user plane paths between a UE and a service hosting entity residing close to the edge (including the radio access network)”):

-
Select Solution 6.1 (SSC modes 2 and 3) [latter similarly described in solution 5.2]

-
Details of operator-configurable policies in the UE for identifying traffic subject to routing via an efficient user-plane paths and potential need for standardization of upper-layer interactions remain FFS.
-
If signalling overhead towards the UE in case the local service network/service hosting entity is deployed very close to the RAN and the UE is moving fast is a concern: also select solution 5.2 (single IP-address based option).
1.4
Efficient user plane paths between a UE and other UE(s) attached to the same network
Although this scenario has not been specifically discussed, one can argue that it is also addressed by solution 6.1 (SSC modes 2 and 3). By selecting terminating user-plane functions (TUPFs) close to the RAN (and by changing them as needed) towards a common data network, the routing plane of the data network ensures an efficient path between the involved UEs.
Observation 3: Solution 6.1 (SSC modes 2 and 3) address scenario C (“Efficient user plane paths between a UE and other UE(s) attached to the same network”).

As argued in the previous section, if UEs are moving at high speeds and in light of potentially very stringent requirements on the efficiency of the user-plane (i.e. a need to terminate the user-plane very close to the RAN), other solutions may be studied. (Alternative solutions have been submitted to previous meetings, but have not been discussed yet.)
Proposal 3: Way forward for scenario C (“Efficient user plane paths between a UE and other UE(s) attached to the same network”):

-
Select Solution 6.1 (SSC modes 2 and 3)

-
Details of operator-configurable policies for identifying traffic subject to routing via an efficient user-plane paths and potential need for standardization of upper-layer interactions remain FFS.
-
Need for additional solutions is FFS.
1.5
Other aspects
While the previous paragraphs have focused on efficient user-plane paths for access to local networks, there is still a need to support access to central services and to maintain session continuity while doing so. This is addressed by solution 6.1 (SSC mode 1) in a similar way as it has been supported for previous generation systems.

Proposal 4: Way forward for access to central services and support for session continuity for the same:

-
Select Solution 6.1 (SSC mode 1)

It is worth mentioning that another open aspect of solutions 5.2 and 6.1 has intentionally not been addressed by this paper (as it lies within the scope of a different key issue):

-
whether concurrent access to local and centralized services/peering point for IPv6 traffic is realized based on a multi-homed PDU or based on two separate PDU sessions as discussed in solution 6.1 (subject of the session management key issue)
***** Start of changes *****
8.X 
Interim agreements on support for session and service continuity and efficient user plane path
The following way forward has been agreed:
-
Efficient user-plane paths (and related session and service continuity as needed) between a UE and communication peers outside of the mobile network (e.g. Internet hosts) to be addressed by
-
Solution 6.1 (SSC modes 2 and 3) 

-
Efficient user-plane paths (and related session and service continuity as needed) between a UE a service hosting entity residing close to the edge (including the radio access network) to be addressed by
-
Solution 6.1 (SSC modes 2 and 3) 
-
Solution 5.2 (single IP-address based option)
Editor’s note: For discussion: The previous bullet item is to be kept or removed depending on whether the signalling overhead towards the UE in case the local service network/service hosting entity is deployed very close to the RAN and the UE is moving fast is of concern.
-
Efficient user-plane paths (and related session and service continuity as needed) between a UE other UE(s) attached to the same network to be addressed by

-
Solution 6.1 (SSC modes 2 and 3) 

Editor’s note: Need for additional solutions is FFS.
-
Support for session continuity for access to centrally located data networks to be addressed by
-
Solution 6.1 (SSC mode 1) 

Aspects for further discussion:
-
Solution 6.1: Details of operator-configurable policies for identifying traffic subject to routing via efficient user-plane paths and potential need for standardization of upper-layer interactions remain
-
Support of multi-homed PDU sessions (subject of other key issues)
***** End of changes *****
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